BUILDING VALID AND
USEFUL INTERIM
ASSESSMENTS

The Smarter Balanced Assessment Consortium has produced
comprehensive summative assessments as well as a resource library of
formative tools for English Language Arts and Science. Banks of items
aligned to the Common Core State Standards are available to build interim
assessments’ to use throughout the school year. This paper describes
multiple approaches to building those interim assessments based on the
intended purpose and use. Blueprints, item types, length and frequency of

assessing students is discussed.

Considering Purpose
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A comprehensive assessment system, with cohesion among the components, is needed to successfully
promote student learning of the college- and career-ready standards. Comprehensive assessments
systems typically consist of three components: summative, interim, and formative assessments.

Summative assessments are administered after learning has occurred to determine the amount of
knowledge and skills a student has acquired. Stiggins, Arter, Chappuis, and Chappuis (2006) consider
summative assessments to be “assessments of learning” and contrast them to formative assessments
which are “assessments for learning.”

The Smarter Balanced Assessment Consortium (Smarter) is developing summative assessments aligned
to the Common Core State Standards that are intended to measure knowledge and skills in English
language arts and mathematics at the end of the year. The summative tests are comprised primarily of
machine-scorable items, either multiple-choice or technology-enhanced items, some short-constructed
response items, as well as performance tasks with an extended constructed-response item. Additionally,
the consortium provides access to a Digital Library of formative assessment tools and practices that
supports classroom instruction. The Digital Library is an online collection of professional development
and instructional resources aligned to the Common Core that support educators in their use of
formative assessment strategies. It is intended to complement the interim and summative assessments
by providing resources that teachers can use throughout the year in their classrooms.

Interim assessment fits between summative and formative assessment and is intended to provide
periodic evaluations of student knowledge and skills. Interim assessments would generally be
considered “medium-cycle” assessments under the Wiliam and Leahy (2006) typology. They are
administered at regular intervals, usually three to four times per year or every 6 to 10 weeks (Goertz,
Olah, & Riggan, 2010). However, it is not just the cycle that defines interim assessment. According to
Perie, Marion, and Gong (2009), interim assessments are administered during instruction to evaluate
students’ knowledge and skills relative to a specific set of academic goals in order to inform s
policymaker’s or educator’s decisions at the classroom, school, or district level. The specific interim
assessment designs are driven by the purpose and intended uses, but the results of any interim
assessment are reported in a manner allowing aggregation across students, occasions, or concepts
(Perie et al., 2009). Aggregating the data is a key distinction between interim and formative
assessments. Table 1 summarizes the differences among the three assessment types.
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Table 1. Three Assessment Types

Formative Interim Summative
Tvbical Use feedback to adjust ongoing  monitoring student student placement; school
yp teaching and learning progress and district accountability
Frequency of continual; multiple timesa  generally two to six
. . . . usually once a school year
Administration day times per school year
Scope of

. . . student and classroom usually school or district  usually state
Administration

Note. Sourced from Interim assessment practices and avenues for state involvement by the TILSA SCASS
Interim Assessment Subcommittee, 2008, p. 4.

Although data from all three kinds of assessment can be used to improve teaching and learning,
Marshall (2006) argues that interim assessment presents the most powerful entry point for principals to
work to improve instruction and boost student achievement.

Interim Assessment Purposes and Uses

Perie et al. (2009) emphasized that the purpose of the interim assessment drives its design. They
defined three purposes: instructional, predictive, and evaluative. Since 2009, there has been less
interest in using interim assessment for evaluating education programs. Instead, the increased emphasis
on using student growth to evaluate teachers has led to the need to assess within-year growth of
students. Interim assessments that can quantify the increase in knowledge and skills throughout the
year can be used to augment teacher evaluation systems. Thus, the three purposes and uses discussed
here include instruction, prediction, and growth.

Instructional Uses

One purpose of an interim assessment is to monitor student progress, identify skill gaps in individual
students or across groups of students, and either modify instruction accordingly or provide additional
support, such as after-school tutoring, to targeted students. The overarching goal of interim
assessments used for instructional purposes is to help students meet their learning goals. A typical
system contains a bank of items aligned with the state content standards that teachers can use to create
a test to evaluate student learning on the concepts taught to date. Results are reported immediately,
and data are disaggregated by content target or strand, allowing teachers to identify strengths and
weaknesses in the students’ learning.

Stecher et al. (2008) found that 53% to 73% of study districts in California, Georgia, and Pennsylvania
used interim tests in elementary and middle school mathematics in 2006. About three quarters of the
teachers indicated that the results of these progress tests helped them identify and correct gaps in
curriculum and instruction. Similarly, 86% of teachers in Providence, Rhode Island, reported that they
modified instruction because of interim assessment tests (Clune & White, 2008). Many of these teachers
reported that interim assessment results helped them monitor student progress and identify skill gaps
for their students and led them to modify curriculum and instruction (Christman et al., 2009; Clune &
White, 2008).
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To serve instructional purposes, an assessment system must go beyond simply providing data. Educators
must have strategies for interpreting and using the data to effectively modify classroom instruction. It is
worth noting a tension between the need for professional development to accompany these assessment
systems and the ownership of that responsibility. That is, should whoever designed the interim
assessments also be responsible for developing associated professional development resources, or does
that responsibility remain at the local level with district or perhaps even with school leadership?

Predictive Uses

Predictive assessments are designed to determine each student’s likelihood of meeting some criterion
score on the end-of-year tests. In some districts, predictive tests have been used solely to identify
students who are not on track to succeed on the end-of-year assessment. Then, once those students are
identified, they are given further probes to determine areas of weakness and provided with remedial
instruction, extra support, tutoring, or a combination of these three aids. As described by Perie et al.
(2009), one confounding variable on any predictive test is that, if it provides good feedback on how to
improve a student’s learning, then its predictive ability is likely to decrease. That is, if the test predicts
that a student is not on track for college and career readiness, and then appropriate interventions are
used to bring the student to that standard, the statistical analysis of the test’s predictive validity should
underpredict student performance over time. However, it is important to track the performance of
students predicted to succeed on the summative test. And, although it should not be considered a strike
against the predictive test if a student predicted to fail the summative test actually passes it after some
intervention, questions should be raised if too many students predicted to pass the summative test
actually fail it.

Henderson and colleagues from the Regional Educational Laboratory Northeast and Islands (REL-NEI)
examined the effect of quarterly benchmark exams in mathematics on eighth-grade state test scores.
Using an interrupted time-series design, they found that, after two years of implementation of the
benchmark assessment program, participating schools posted small, non-significant gains over
comparison schools (Henderson, Petrosino, Guckenburg, & Hamilton, 2008). Although the interventions
were not studied in detail, the information from the predictive assessments was clearly used to provide
interventions.

Growth Purposes

Given the recent emphasis on using test scores in teacher evaluation models, some states or districts
may wish to use interim assessments to gather data on within-year growth. When the interim
assessments are scaled with the summative assessment, growth in student performance can be
calculated from the first administration of the interim assessment through the summative assessment. A
key component is ensuring assessments are linked to allow for the measurement of growth.

Research suggests that there are differential learning losses over the summer related to income. As
reported in Baker et al. (2010), a research summary concludes that, while students overall lose an
average of about one month in reading achievement over the summer, lower-income students lose
significantly more, and middle-income students may actually gain in reading proficiency over the
summer, creating a widening achievement gap (Cooper et al., 1996). Therefore, some states and school
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districts are looking for assessments to provide within-year growth that can more fairly be attributed to
the teacher. Interim assessments provide a good mechanism for this purpose if designed with the intent
of conducting growth calculations.

Blueprint Design

The purpose of the assessment will influence the design, and different designs are better suited for
specific purposes. Consider an example from Gong (2010), modified to exemplify designs for the three
purposes described earlier. Say the summative assessment measures 10 targets with two to five
standards within a target. Figure 1 shows a possible set of content that might be assessed on a
summative assessment. Although it does not provide information on the relative emphasis or
distribution of the content, it will suffice as an example.

Figure 1. Example summative design.

Target A B C D E F G H I J

Standard 12 123 12 1234 123 12345 12 12 123 1234

The summative blueprint would have more detail on the number and types of items covering each
target and standard but would include all of the content shown in Figure 1. There are several
approaches to designing an interim assessment that would best prepare students for the content
assessed by the summative assessment.

First, we could design a shorter test that mimicked the blueprint for the summative assessment. The
forms could either match the summative blueprint exactly or strategically sample the content on the
summative form. Parallel forms would be created off of the same blueprint that include different items
but items that are parallel in terms of content and complexity. Administering parallel forms at multiple
times during the school year will allow students to show growth toward mastering the content on the
summative test and predict performance on the summative test, but it will also test them on content
they have not yet been exposed to.

A second option is similar to the first, but instead of developing fully parallel items, the items would
cover parallel content but increasing levels of complexity. This design follows the theory that students
may know or learn the breadth early but gain a greater depth of understanding over the school year.
This approach may, therefore, be more logical for an English language arts test than for a mathematics
test. The number of items on the form and the number measuring each target would remain constant,
easing some developing costs, but it would be important to select an appropriate increase in complexity
over the forms. This design would work well if the purpose was either predictive or measuring growth.

If the content is the same as the summative, then the content covered by the interim assessment would
be the same as shown in Figure 1. However, if the decision is made to sample that content, then the
design might look something like Figure 2.
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Figure 2. Example of an interim design sampled from the summative design.

Target A B C D E F G H | J

Standard 12 13 1 124 12 125 2 1 23 34

A third option can be considered an end-of-unit type of test. That is, each form might only have two to
four targets on it that correlate to the unit taught (see Figure 3). Teachers would administer the tests
when the students have completed the related unit(s) of study. Districts could use these assessments as
a pacing guide by requiring them to be administered at certain times or leave the decision to the
teachers to individualize the assessment timing. Either the items would need to be pre-equated or
linking items would be needed if student growth measures were desired. Otherwise, real-time scores
would provide information on the degree to which students learned the material taught. A benefit of
this approach is that students would only be tested on material that had been covered in the classroom.
This approach would work well for an instructional purpose.

Figure 3. Example of an interim design focused on end-of-unit structures.

Interim test #1 Interim test #2 Interim test #3
Target A B C Target D E F G Target H | J
Standard 12 123 12 Standard 1234 123 125 12 Standard 12 123 1234

A fourth design would be similar in theory to the previous one, but would be additive in design. That is,
students would be tested on what they have learned so far in the school year. As shown in Figure 4, each
form would cover recent and prior targets. Again, the benefit is that students would only be tested on
material that had been taught, but, in this case, they would also be required to show that they retained
the information from earlier in the year. This design would work well for both instructional and predictive
purposes.

Figure 4. Example of an interim design that adds content throughout the year.

Interim test #1

Target A B C
Standard 12 123 12

Interim test #2

Target A B C D E F G
Standard 12 123 12 1234 123 12345 12

Interim test #3

Target A B C D E F G H | J

Standard 12 123 12 1234 123 12345 12 12 123 1234

A fifth design combines the third and fourth to create overlapping but moving targets over time. That is,
instead of covering everything that had been learned previously, the test might measure the previous unit
and the current one only. This design works well for instructional purposes with some review and some
new material. If all of the items are scaled with the summative assessment, it can also meet predictive and
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growth purposes as secondary purposes. Figure 5 shows an example of how this overlapping and moving

content might work.

Figure 5. Example of an interim design focused on overlapping but moving content.

Interim test #1

Target A B C
Standard 12 123 12

Interim test #2

Target B C D E F G

Standard 3 12 1234 123 12345 12
Interim test #3

Target F G H | J

Standard 45 12 12 123 1234

This was not an exhaustive list of possible assessment designs, but should provide examples of how to
consider the design relative to the intended purpose. Table 2 summarizes the designs detailed in this
section, describing the primary purpose, benefits, and weaknesses. It is worth noting that many designs

could be used to fulfil multiple purposes but usually maximizes one purpose over the others.

Table 2. Summary of interim assessment designs

Design Purpose

Benefits

Weaknesses

Same blueprint with
parallel items given
multiple times a year,
typically using a sample
of the content to keep
the test shorter in
length

Most helpful for
predictive and growth

Parallel forms are easy
to construct and results
make it simple to
calculate growth. To
keep the assessment
shorter, the content
targets most highly
correlated with strong
performance on the
summative assessment
can be emphasized.

Students are exposed to
content that they have
not yet been taught. If
content is not sampled,
these assessments are
likely to be quite time
consuming.

Same breadth blueprint
given multiple times a
year, but items vary in
terms of complexity

Growth and some
instructional feedback

This design may work
well for ELA if the
content is similar and
what changes over the
year is the complexity
of the text with which
students work.

Determining
appropriate levels of
complexity for each
administration is a
difficult task, and
students are exposed to
content that they have
not yet been taught.
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Organized by
units/reporting
categories

Instructional although
each unit could predict
performance on that
unit in the summative
assessment

Each assessment can be
matched to an
instructional unit or
period of time. Also, it
could serve another
purpose as a district
pacing guide.

Unless an equating plan
is implemented, it is
more difficult to
measure growth in this
model.

Shorter tests that build
throughout the year in
length and breadth

Primarily growth and
can be instructional
mainly on the most
recent material

Students will only be
assessed on material
they have been taught
and the assessment
requires review of
previous units in
addition to the current
unit.

The tests vary in length,
which may make
scheduling more
complicated.

Overlapping but moving
content

Through course as each
piece is instructional,
and overall the data can
be used for predictive
purposes

Content Alignment

For interim assessments to meet any of the purposes, they need to align with the same content

standards as the summative assessment. Assessments designed for instructional purposes must also be

closely aligned with district curriculum (Goertz, Olah, & Riggan, 2010). Assessments designed for

predictive purposes should align with key targets that most influence the total score on the summative

assessment. So, alignment is a key component in designing interim assessment, but the purpose will

help define the target of the alignment. In addition, if the assessment will serve a secondary purpose of

a pacing guide, it should be tightly linked not only to the Common Core but to the instructional pacing

guide adopted by the district.

Another consideration related to the design approach is whether each form should align to the full set of

standards or whether the system as a whole should show full alignment. That is, if the comprehensive

assessment system is comprised of three interim assessments and a summative assessment (and

hopefully formative tools), the purpose and design of the interim assessment will determine whether

the alignment study should be conducted on each form individually or on the interim item bank or set of

forms. Alternatively, one design purposefully focuses on key targets that are deemed to make the

greatest difference in student performance and long-term learning. If this design is used, we would

expect a one-way alignment: The interim assessments would align with the Common Core, but not all of

the Common Core would be assessed by the interim assessments.

Construction

Once the contents of the assessments are determined, other design and construction decisions need to

be made. First, it will be important to determine whether the assessments should be fixed form or

adaptive. Currently, Smarter has provided access to fixed-form assessments with blocks that can be



Building Valid and Useful Interim Assessments

arranged in many of the different configurations described above. Conceivably, however, if states had
access to an item pool, they could create an adaptive interim assessment. Particularly if the second
design option was determined to be most beneficial, tracking a student’s understanding of increasingly
complex content would be well suited to an adaptive model.

A second consideration is who builds the forms. Should Smarter build forms at the consortium level?
Should states build forms to follow the design approach that best suits their needs? Should that decision
be made at the district level? Should teachers be able select items or blocks of items that best represent
what they have taught? The answers to these questions will need to start at the consortium level, and
then the degree of flexibility desired may lie within a state.

Regardless of who designs the tests, it is important to consider both the number and types of items to
be included in the pool, on the blocks, or on the full form.

Types of items

If used for predictive purposes, types of items should parallel the types on the summative assessment.
That is, if the summative test is comprised of 80% multiple-choice, 15% technology-enhanced, and 5%
constructed-response items, then the interim assessment should follow that same distribution. If the
interim assessment is intended to be used for instructional purposes, more constructed-response, or
“open-ended” items will shed more light on student thinking. Open-ended test items that ask students
to explain their answers increase the diagnostic value of benchmark tests. Students’ responses reveal
their thinking, helping teachers to refine their instructional strategies and design targeted instruction for
individual students (Herman & Baker, 2005). However, do not assume that multiple-choice items cannot
also provide instructionally-useful information. Multiple-choice items can also yield important diagnostic
information, particularly when they are purposely designed so that distractors—the incorrect answer
options—reflect common student misunderstandings (Herman & Baker, 2005). Even if multiple-choice
items are written to provide instructionally useful information, such information still remains an
inference made on the part of the teacher. Open-ended or constructed-response items allow students
to reveal their own understandings and misunderstandings, although they again require the teacher to
recognize, interpret, and respond to them.

Number of items

The number of items is affected by the purpose of the assessment, the frequency of administration, and
the type of items. For example, 20 items may be sufficient to obtain adequate reliability coefficients at
the district level, but teachers who want to use subscale scores for individual students for instructional
purposes may require additional items. Fewer items per objective and a larger scope of objectives might
be useful for predictive assessments measuring the aggregated performance of a group of students or
for high-stakes summative assessments (Lalley & Gentile, 2009; Niemi et al., 2007). However, this
approach would not provide much instructionally useful information.

Another approach is to administer an assessment every X number of weeks. One model is to assess
every nine weeks, providing for three interim assessments prior to the summative assessment. In this
scenario of assessing every nine weeks, 30 items should suffice to gauge where students fall on the
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learning continuum. But all of these models assume the items are multiple-choice, technology-

enhanced, or short constructed-response. Teachers could also use a very few number of items if the

forms were comprised of performance tasks or extended constructed responses. However, this

approach would work only for instructional purposes or to prepare students for the performance tasks

and essay on the Smarter summative assessment.

Evaluative Criteria
When considering the design of an interim assessment, one should also consider the validity evaluation.

The following criteria are taken from an article by Herman and Baker (2005) on building effective

benchmark assessments. Although the focus is on interim assessments used for instructional purposes,

these guidelines are applicable to all assessments used in a classroom.

Criteria
(2009):

Align standards and interim assessments from the beginning of test development. Decide what
specific content to assess and at what level of intellectual demand. Include the application of
complex learning. To create interim tests that enrich student learning opportunities, focus on
the big ideas of a content area and counteract curriculum narrowing by designing interim tests
that allow students to apply their knowledge and skills in a variety of contexts and formats.
Enhance the diagnostic value of assessment results through initial item and test structure
design. Use extended-response items to reveal student thinking and potential misconceptions.
Build distractors into multiple-choice items that reveal common student misunderstandings.
Ensure the fairness of interim assessments for all students, including English language learners
and students with disabilities. Avoid unnecessarily complex language or specific contexts that
could unfairly confound some students’ ability to show what they know.

Use the data to examine the tests’ technical quality, such as reliability. Reliability and accuracy
are necessary but not sufficient prerequisites to validity (that is, the extent to which a test
accomplishes its intended purposes). If the interim assessment is used for predictive purposes,
there should be a strong predictive relationship between students’ performance on the interim
assessments tests and students’ performance on the summative assessments. (Unless, as stated
earlier, interventions improve performance on the summative assessment.)

Build in utility. Design reports of test results to be user-friendly and to provide guidance on how
to appropriately interpret and use the results. Teachers need to understand how to understand
student misconceptions and to know the next steps to use in teaching.

Hold interim testing accountable for meeting its purposes. Crafting good interim tests and
ensuring their wise use for improving student learning requires systematic design and continual
evaluation.

specific to assessments used for predictive or growth purposes can be found in Perie et al.

The assessment should be highly correlated with the criterion measure (e.g., the end-of-year
state assessment). The technical documentation should include evidence of the predictive link
between the interim assessment and the criterion measure.
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2. The predictive assessment should be comprised of items with a similar mix of item types as the
criterion measure.

3. If used for growth, the items in all interim assessment forms should be calibrated and scaled
with the summative assessment.

4. The predictive assessment should be designed from the same or similar blueprint as the
criterion measure. To be maximally useful, each test should allow for an analysis of results by
what has been covered for that student in school and what has not.

5. Even when used for predictive or growth purposes, the assessment should contain enough
diagnostic information so that remediation can be targeted for students predicted to score
below the cut on the criterion measure. If the assessment is unable to provide such information,
additional guidance should be included in the system to help with remediation.

Other Conditions for Strong Interim Assessments

Designing and building a strong interim assessment is only the first step. Working with teachers on
implementing the assessment, interpreting the results, and using the data to effectively modify
instruction are key components for a successful system. Research has shown that, for interim
assessments to provide the most benefit to student learning, appropriate conditions must be in place at
the district and school level, and that teachers must be trained appropriately.

First, the state role is to provide access to an interim assessment system. This goal will be accomplished
through the Smarter consortium although, if more than one option is provided by the consortium, states
may want to provide guidance for their districts. Because one part of the definition of interim
assessment is that data can be aggregated at many different levels, districts are often heavily involved in
the data analysis. Goertz et al. (2010) followed interim assessment practices in multiple districts and
schools and found several conditions at the district level that fostered positive results in the use of
interim assessments.

First, districts that communicate strong expectations for data use are more likely to see schools
administering them and spending time analyzing results. If the district is responsible for the analysis of
the assessment data, then it is important that they generate that data in a timely fashion. In addition,
the analyses must be presented in an accessible manner that can inform instruction. Beyond providing
the data, the district will need to ensure that schools build in dedicated time for teachers to analyze
data and plan instruction. These activities are often more effective in a team environment. Any pacing
guide also has to allow for time to reteach students on content they did not learn. Finally, districts
should provide instructional support for teachers and students. This support could be in the form of
materials, a consultant, or resources to support learning before and after school.

Second, conditions must be favorable at the school level to promote good usage of interim assessments.
These conditions start with strong leadership that fosters an environment where teachers review and
analyze results in teams and develop a shared understanding of how to adjust instruction accordingly. It
takes time and leadership to develop a culture of data use. Ideally, there would be time devoted to
these tasks during a professional development day. Moreover, for interim assessment systems that
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require a break from instruction in order to test, educational leaders should consider the time required
for assessment, which should be as short as possible to provide the desired information. For certain
performance tasks that are less distinguishable from instruction than more formal tests, the issue of
“testing time” is less of an issue but still must be considered.

Finally, attention needs to be devoted to increasing teacher capacity in data analysis and use. Guidance
should be provided to teachers to teach them how to interpret results correctly. Good coaching can help
them learn how to identify student misconceptions or lack of understanding and reteach effectively.
Goertz et al. (2010) identified different techniques for probing deeply on conceptual compared to
procedural learning. Teachers need to understand those differences and timing for applying different
interventions on teaching what students have not yet learned in previous instruction.

Summary

In conclusion, states need to determine the primary purpose for the interim assessments and select a
design that best suits that purpose. Smarter can facilitate that effort by providing blocks or “testlets” of
interim items that can be combined in multiple ways. Then, instructions for assembling those forms
should be provided to districts along with suggested analyses of the results. Most importantly, districts
and schools need to work with the teachers on interpreting the results and using them to better meet
the learning goals of their students.

Ideally, usage of interim and formative assessments should be tracked and compared to performance on
summative assessment. Understanding what types of information and interventions have the most
impact will help educators maximize their time and efforts with the students. Smarter can also facilitate
the data analyses across states for research purposes with the goal of better help students graduate
ready for college and careers.
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